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Fixed-point problems need solutions in real-time

Fixed-point problem: find z suchthat z=7T(z

Signal processing
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Can machine learning speed up parametric optimization?

Often, we solve parametric fixed-point problems from the same family

Goal: Do mapping efficiently
Parameter Optimal solution

0 . find z suchthat 2z =Ty(z) - 27(6)
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Only Optimization - 2(0) Slow to compute
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Many optimization algorithms are fixed-point iterations
Fixed-point iterations: 2'"! = Tp(2*)

START S _
} ij Initialize with 2" (a warm-start)
| Terminate when fy(z") = ||Ty(=") — ='||2 is small ~ Fixed-point residual

FINISH

Example: Proximal gradient descent

minimize gy(2) + ho(2) @ Problem: limited iteration budget

Convex Convex
Smooth  Non-smooth

Ilterates ‘7! = prox,,, S aV g Zi)) Q Solution: learn the warm-start to

improve the solution within budget
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Operator T,(z) = prox,,, (z — aVgy(2))




Learning Framework



End-to-end learning architecture
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End-to-end learning scheme



Some warm-starts are better than others

minimize  10z% + 23 Optimal solution at the origin
subjectto 2z >0

Run proximal gradient descent to solve

All three warm starts appear to be
equally suboptimal but converge
at very different rates

fixed-point residual
=
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evaluation iterations



Theoretical advantages of architecture

always converge ~\/
t\’\

Major benefit of learned warm-starts: fixed-point iterations

1

Flexibility: # of evaluation steps can differ from # of train steps

Numberof O k t
fixed-point steps

Train with & steps ~ Budgetis steps
Loss: Vg(2) = ||z — 27(0)]|, Goal: min fy(z) = ||Ty(z) — 2||2

Guarantees from k training steps to t evaluation steps

B-contractive case fy(T}(z)) < 28" "ly(T;(2))



Generalization bounds to unseen data

pg-contractive case
Theorem 1. With high probability over a training set of size N, for any 7,

B3 (T4 pul6) < 5 D o (T4 (u0) + 287+ 0 ( (t)\/@(w) ;lf(;g(TU

Risk
Empirical risk Penalty term

c1(t): worst-case fixed-point residual after ¢ steps

As N — oo, the penalty term decreases

As t — oo, the penalty term goes to zero

Derived from the PAC-Bayes framework
Non-contractive case: we provide similar bounds
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Numerical Experiments
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Sparse PCA

Semidefinite relaxation
maximize Tr(AX)
subjectto Tr(X)=1

111X <c
X =0
0 = vec(A)

Different initializations
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Picking k > 0 is essential to improve convergence

Learned
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Robust Kalman filtering

Solution after 5 fixed-point steps

with different initializations

Nearest neighbor [ilig

1 Previous solution W
Can be formulated as an SOCP B Learned: & — 5 q

With learning, we can estimate the state well 4

Noisy trajectory
B Optimal solution
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In closed loop
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Image deblurring

Can be formulated as a QP percentile optimal blurred cold-start nearest
neighbor
50 fixed-point steps N
10
50th
Distance to nearest
neighbor increases
90th
99th

With learning, we can deblur all of the images quickly

learned
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Benefits of our learning framework

architecture

Neural network » loss function

End-to-end learning: warm-start predictions o}l weane | R A | ST
tailored to downstream algorithm

Learn with V ¢y through the fixed point steps

Guaranteed convergence

SLS
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Generalization to

Future iterations
Unseen data
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